Stat 301 – Lab 7
Goals: In this lab, we will see how to:
	plot relationships between multiple variables
	mark points with different colors
	fit a multiple linear regression and obtain the results we might need.

The self assessment will review the interpretation of regression parameters in log transformed models.  The second part of the self assessment will show an example data set where the various tests of regression parameters give different results.

We will use the grandfather clocks data set to illustrate plotting and multiple regression.  That’s in the gfclocks.txt file on the class web site.  Load the data set into JMP.  We will focus on the AGE, NUMBIDS, and PRICE variables.  The AGE-BID variable contains the product of the age value and the number of bids value for each clock.  We will use that at the end of lab and discuss why in lecture.
 
Reminder and note about log transforming variables:
The last part of lab 6 described two ways to use log transformed variables.  Look there for how to do the computations for the first part of this week’s HW.

Note: Analyze / Fit Y by X / Fit special provides a quick way to get some results for transformed variables.  However, some of the following up results (e.g. predicted values) are wrong (BAD thing).  

My recommendation is to use Fit Y by X only when you want a quick evaluation of the transformation.  To be sure you are getting the correct results, use New Column / Formula to create log X, log Y, or both, then use those variables in your analysis.

Plotting relationships between multiple variables:
1. Last lab, we used Analyze / Multivariate Methods / Multivariate to plot two variables and calculate the correlation coefficient.  This can extended to more than two variables.
2. Select Analyze / Multivariate Methods / Multivariate then put the three variables:  Age, NumBids and Price in the Y, columns box, and click OK.  You should see the three pairwise correlations, then:
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3. The  scatterplot matrix now shows all 3 pairwise plots.  Just like last week: Variable names are along the diagonal.  For all plots in the first ROW, the Y variable is age; for all plots in the first COLUMN, the X variable is AGE.  

The plot shows how each X variable is individually related to Price, and how each is related to each other.

The red ellipses are density ellipses described in lab 5.  They contain 95% of the observations under the assumption that the two variables have a bivariate normal distribution (a two-variable generalization of the normal distributions we’ve been using all semester).  I’m not emphasizing these ellipses, but some folks find them helpful to identify unusual observations.

Marking points with different colors:

JMP allows you change the color and symbol of a point or group of points.  You can do this individually, or by using one column to determine the colors.  Here we will plot price against age using color to indicate the number of bids.

4. Click on the data table to make the data window active, then select Rows / Color or Mark by Column.  You should see the following menu:
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5. Click on the column that defines the marks.  If we want the color to indicate the number of bids, that information is in NUMBIDS.  The default color scheme is from blue through gray to red.  If the Continuous Scale box is checked, JMP divides the range of the selected variable into groups.  If it isn’t checked, you get a different color for each value of NUMBIDS.  Checking the Reverse Scale box reverses the color scale (so in the default color scheme, high values get red dots instead of blue dots).  The markers menu allows you to change the symbol that is plotted.  None uses solid dots.  Try other choices to see options are available.  When done, click OK.
6. You will see a column of dots on the far left of the data table.  That shows you the color / symbol to be used for each data point.  
7. Then draw the graph you want (e.g. using GraphBuilder).  That graph uses the specified colors and symbols. 
8. You can clear your selections by Rows / Clear Row States.


Fitting Multiple Linear Regressions:

1. We will use Analyze / Fit Model to fit multiple linear regressions.  This provides access to all sorts of models with more than 1 X variable; these models allow considerable flexibility.  We will use Analyze / Fit Model a lot during the rest of the course.  
2. In the home window, select Analyze / Fit Model.  That will bring up the dialog box on the next page:
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3. It should be clear how to specify the response variable: put the variable into the Y box.
4. The X variables are specified by putting them in the ‘Construct Model Effects’ box.  Select AGE and NUMBIDS (either one at a time, or together), then click ‘Add’ to put the variables in the Model Effects box.  I prefer to reduce the amount of output JMP gives me, so I click on Emphasis and change the default Effect Leverage to Minimal Report (this is optional).  The dialog should now look like:

[image: ]

5. Important Note: the Fit model dialog will fit many (and I really mean many) different sorts of models.  To fit a multiple regression as we are using the name, all the variables must be continuous.  That means “blue ramp” not “red bars” by the variable name.  If you don’t see a blue ramp, go back to the data table and change the modeling type or (if necessary) go back and reread the original data file using preview to control how the data are read.  Ask if you need to do either of these and don’t remember how.

6. Fit the model by clicking the Run button.

7. The result window looks very similar to that from the Fit Y by X dialog.  It should look like:
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8. You should know how to interpret the Root Mean Square Error number, the information in the Analysis of Variance box, and the information in the Parameter Estimates box.  Ask if you don’t remember.

9. The Effect Summary box is new – We’ll talk about that later.

10. The big difference between Fit Model and Fit Y by X is how you get additional information.  The menus and the available options are somewhat different.   There are so many choices they are organized into two levels of menus.  You start by clicking on the red triangle by Response PRICE.  Here’s where to find things you might want:

Confidence intervals on regression parameters: 
Click the red triangle, select Regression Reports / Show all confidence intervals.  The intervals are added to the parameter estimates box.  As with Fit Y by X, you can only get 95% intervals.  If you want an interval with some other coverage, you have the hard pieces (estimate and standard error) to use in a hand calculation.

Plot of residuals vs predicted values:
Click the red triangle, select Row Diagnostics / Plot Residual by Predicted.

Predicted values for new observations:
Click the red triangle, select Save Columns / Prediction Formula
The data table will have a new column, labelled Pred Formula.  You get predictions for new observations by entering the X values in the data table.  (Remember, if PRICE is predicted from AGE and NUMBIDS, you need to enter values for both variables).
Note: If you choose Predicted Values instead of Predicted Formula, you get the values for all observations in the data table, but the predicted values are not updated when you enter new observations.

Residuals:
	Click the red triangle, select Save Columns / Residuals.  You get residuals for each observation in the data table.

CI’s or PI’s for new observations:
Click the red triangle, select Save Columns / Mean Confidence Interval Formula for CI’s, or
Save Columns / Indiv Confidence Interval Formula for PI’s.
Note: Again, there are two related options.  The Formula versions compute values when you add new observations to the data table.  The non-Formula versions compute values for what is in the table and nothing more.

Normal Quantile Plots:  Not shown automatically (unlike Fit Y by X).  Here’s how to get a plot:
Click the red triangle, select Save Columns / Residuals, then Analyze / Distribution, looking at the residual column.  Click the red triangle by the variable name (Residual PRICE, not Distributions) and click Normal Quantile plot.  
The dots are the data, the straight line is what is expected if the errors have a normal distribution.  The curved lines are approximate prediction intervals if the errors are normal.  I haven’t talked about computing these (and won’t).  You should be more concerned about lack of normality if the data fall outside the prediction intervals.

The menus provide lots of other results.  Ask if you want something I haven’t covered here.



Self Assessment: interpretation after log transformations

We continue with the relationships between home sales price and assessed values for 84 homes sold in one neighborhood of Tampa Florida between 2008 and 2009.  This is the same data set used in last week’s self assessment.  This is a subset of the data considered in Case Study 2 in the text.  
Each row of data is for the sale of one house.  The three variables are the sales price, the assessed value of the land, and the assessed value of the improvements (buildings, e.g. the house, garage, or garden shed, or an in-ground pool).  The goal is to develop a model to predict sales price for a home about to be put on the market.  
The data are in tamsales1.txt on the class web site.  You will need to use text import / preview to read the file correctly.  
Last week, you fit models to predict Y=sales price from X=assessed value of the land.  The residual plot for that regression looked terrible: cone-shaped indicating unequal variance and possibly lack of fit.  We take these issues one at a time.

Questions:
1. Log transform sales price and regress Y=log sales price on X=land assessed value/1000. I suggest expressing land value in units of 1,000$ to avoid really small estimates.  What is the regression coefficient for assessed value of land?
2. Describe the relationship between the sales prices for two houses for which the assessed value of the land differs by 50,000.  
3. The plot of log sales price vs land value doesn’t look especially good.  If you look at the residual plot, the cone is gone but you can see signs of lack of fit in the residual plot.  Log transform land value and regress Y=log sales price on X=log land assessed value.  What is the regression coefficient for log land value?
4. Describe the relationship between the sales prices for two houses where one has double the assessed value of the land.  

5. Load the data in example.csv.  Fit a regression model to predict Y from X1 and X2.  Also fit simple linear regression models using each X value individually.  Compare the p-values for the t-test of each parameter in the multiple regression, the 2 df F test, and the t-tests for each parameter alone (in the SLR’s).

[bookmark: _GoBack]
Answers:
1. 0.00474 when land value expressed in units of 1,000$.  4.74 10-6 when land value expressed in $.
2. predicted sales price is 26.7% higher.
calculations: The predicted difference in log sales price is 50*slope  = 50*0.00474 (or 50,000 * 4.74 10-6) = 0.237.  
The ratio of sales prices is exp(0.237) = 1.267.  That is a 26.7% increase.
3. 1.038.  Note: It doesn’t matter whether log land is computed from land value or land value / 1000.
4. predicted sales price is 2.05 times higher.
calculations: The predicted difference in log sales price is log 2*slope  = 0.693*1.038 = 0.719.  
The ratio of sales prices is exp(0.719) = 2.05.  

5. No answer needed.  This demonstrates the phenomenon I discussed in lecture.  
To help understand what’s going on, draw a scatterplot matrix of the three variables.
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7. Click OKin the formula dialog window, then click OK in the Column Info box. You will see a
new columnin the data table that you can use in any analysis.
8. If creating a transformed variable in JMP is opaque, you can always read the data set into
Excel, create a new spreadsheet column with the transformed variable, save the new
worksheet, then read the new data set into JMP.
Fitting Multiple Linear Regressions
1. Multiple linear regression can be used in many different ways. JMP uses a new dialog for
MLR that allows considerable flexibility. We will see some of that during 301.
2. In the home window, select Analyze / Fit Model. That will bring up the following dialog box:
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RSquare 0.536248
RSquare Adj 0.520789
Root Mean Square Error 0.208621
Mean of Response 7147317
Observations (or Sum Wgts) 32
b Lack Of Fit
4 Analysis of Variance
Sumof
Source DF Squares Mean Square  F Ratio
Model 1 1.5097936 1.50979 34.6897
Error 30 1.3056853 0.04352 Prob > F
C. Total 31 28154789 <.0001*
4 Parameter Estimates
Term Estimate Std Error t Ratio Prob>|t|
Intercept 5.9797549 0201636 29.66 <.0001*
AGE 0.0080556 0.001368 589 <.0001*

“Fit Measured on Original Scale
Sum of Squared Error ~ 2358362.8
Root Mean Square Error 280.37848
RSquare 0.5086529
Sum of Residuals 817.8053

“ Diagnostics Plots

evaluations done
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